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Problem Domain: 
Locomotion

1. The two action domains in reinforcement learning:
1. Discrete action space

1. Only several actions are available (up, down, left, right)
2. Q-value based methods (DQN [1], or DQN + MCTS [2])



Problem Domain: 
Locomotion

1. The two action domains in reinforcement learning:
1. Discrete action space
2. Continuous action space

1. One of the most interesting problems: locomotion
2. MuJuCo: A physics engine for model-based control [3]
3. TRPO [4] (today's focus)

1. One of the most important baselines in model-free continuous control 
problem [5]

2. It works for discrete action space too



Problem Domain: 
Locomotion

1. The two action domains in reinforcement learning:
1. Discrete action space
2. Continuous action space
3. Difference between Discrete & Continuous

1. Raw-pixel Input
1. Control versus perception

2. Dynamical Model
1. Game dynamics versus physical models

3. Reward Shaping
1. Zero-one reward versus continous reward at evert time step



Related Work
1. REINFORCE algorithm [6]

2. Deep Deterministic Policy Gradient [7]

3. TNPG method [8]
1. Very similar to the TRPO
2. TRPO uses a fixed KL divergence rather than a fixed penalty 

coefficient
3. Similar performance according to Duan [9]
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1. The objective function to optimize

2. Can we expresses the expected return of another policy in 
terms of the advantage over the original policy?

     Yes, orginally proven in [8] (see whiteboard 1). It shows 
that a guaranteed increase in the performance is possible.

The Preliminaries



The Preliminaries
3. Can we remove the dependency of discounted visitation 

frequencies under the new policy?
1. The local approximation

2. The lower bound from conservative policy iteration [8]



1. Can we move the be extended to general stochastic policies, 
rather than just mixture polices? (see whiteboard)

2. Maybe even make the equation simpler?

(later we make it even easier by approximate the maximum of KL 
using the average of KL)

Find the Lower-Bound in 
General Stochastic policies



Find the Lower-Bound in 
General Stochastic policies

3. Now what's the objective function we are trying to 
maximize?

     Guaranteed Improvement! (minorization-maximization 
algorithm)



Optimization of the 
Parameterized Policies

1. In practice, if we used the penalty coefficient C 
recommended by the theory above, the step sizes would be 
very small. 

2. One way to take larger steps in a robust way is to use a 
constraint on the KL divergence between the new policy 
and the old policy, i.e., a trust region constraint
1. Use the average KL instead of the maximum of the KL 

(heuristic approximation)



From Math to Practical 
Algorithm

1. Sample-Based Estimation of the Objective and Constraint



Tricks and Efficiency
1. Search for the next parameter

1. Compute a search direction, using a linear approximation to objective 
and quadratic approximation to the constraint

2. Use conjugate gradient algorithm to solve 
3. Get the maximal step length and decay exponentially



Summary
1. The original objective

2. The objective of another policy in terms of the advantage 
over the original policy

3. Remove the dependency on the trajectories of new policy.



Summary
4. Find the lower-bound that guarantees the improvement

5. Sample-based estimation

6. Using line-search (Approximation, Fisher matrix, Conjugate gradient)
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Results and Problems of 
TRPO

1. Results
1. One of the most successful baselines in locomotion

2. Problems
1. Sample inefficiency
2. Unable to scale to big network
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Q&A
Thanks for listening ;P


